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Personal Context
Research Lab

Research Team
A unique research infrastructure used in numerous national and international collaborations
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The only way to do great work..
Is to love what YOU do..
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Convolutional Neural Networks (CNNs)

 Similar to human brain 

 Deep Architectures
– Layers
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Convolutional Neural Networks (CNNs)
 Deep Architectures

 Thousands or millions of parameters
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Artificial Intelligence Examples
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Artificial Intelligence Examples
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Artificial Intelligence Examples
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Tiger – 97 %

Dog – 2%
CNNs

Input Output
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CNNs
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Explaining CNNs Architectures 
 Motivation

– Detection of undesirable properties in the model
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Explaining CNNs Architectures 
 Motivation

– Detection of undesirable properties in the model
– Horse (80%)
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Explainable Artificial Intelligence (XAI) Categories

White Box
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Explainable Artificial Intelligence (XAI) Categories

White Box Black Box (POST-HOC)
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Explainable Artificial Intelligence (XAI) Categories

White Box

 Transparent models

 Human understandable representations
– If-else conditions

 Machine learning algorithms
– Decision trees
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Explainable Artificial Intelligence (XAI) Categories

White Box Black Box (POST-HOC)

 Transparent models

 Human understandable representations
– If-else conditions

 Machine learning algorithms
– Decision trees

 Complex internal structure

 Lack of transparency

 Convolutional Neural Networks
– Class Activation Mapping 

family methods (CAM)
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Research Questions 
 Q1: What the model has actually learned? → Interpretation 

Oramas, et. al. "Visual explanation by interpretation: Improving visual feedback capabilities of deep neural networks." (2019).
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Research Questions 
 Q1: What the model has actually learned? → Interpretation 

Oramas, et. al. "Visual explanation by interpretation: Improving visual feedback capabilities of deep neural networks." (2019).

Original Training Data Relevant Features

CNNs
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Research Questions 

 Q2: What information from the input the model is using to make 
predictions? →

  Explanation
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Research Questions 

 Q2: What information from the input the model is using to make 
predictions? →

  Explanation



 Higher heatmap values indicate higher influence in the prediction

Heatmap



restricted25

Face or NOT a Face?
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Interpretable by Design Networks

Artificial Intelligence

Machine Learning

Deep Neural Networks
->CNNs

Capsule Networks
Explainable AI

Designed with interpretable mind



restricted27

What is Capsule Networks (CapsNets)?

Pawan,et. at., "Capsule networks for image classification: A review" (2022)

Parts (low-level)
Capsules
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What is Capsule Networks (CapsNets)?

Pawan,et. at., "Capsule networks for image classification: A review" (2022)

Whole (high-level)
Capsule
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What is Capsule Networks (CapsNets)?
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Face or NOT a Face?

Capsule Networks CNNs

A face NOT a face
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Why Do We Care about Capsule Networks!!

Diabetic detection

Kalyani, et al. "Diabetic retinopathy detection and classification using capsule networks." Complex & Intelligent Systems (2021)

Breast Cancer Diagnosis Automatic Target Recognition

Anupama, et al. "Breast cancer classification using capsule network with preprocessed histology images." 2019 International conference on communication 
and signal processing (2019)

Shah, et al. "Automatic target recognition from SAR images using capsule networks." Pattern Recognition and Machine Intelligence (2019)
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Understanding the inner working and behavior of CapsNet
 Define the path in CapsNet

– Tracking... 

Output

EncoderInput
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Understanding the inner working and behavior of CapsNet
 Define the path in CapsNet

– Tracking... 

Output
Input Encoder Decoder
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Understanding the inner working and behavior of CapsNet
 Define the path in CapsNet

– Tracking... 

Input
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Understanding the inner working and behavior of CapsNet
 Define the path in CapsNet

– Tracking... 

EncoderInput
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Understanding the inner working and behavior of CapsNet
 Define the path in CapsNet

– Tracking... 

DecoderEncoderInput



restricted37

Measuring Part-Whole Relationship 
(Hierarchical Relationship)

whole PartInput

AL-Tawalbeh, et. at., "Towards the Characterization of Representations Learned via Capsule-based Network Architectures" (2023)
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Conclusion
 AI also make mistakes



restricted39

Conclusion
 AI also make mistakes

 The visualizations are 
understandable by humans

 Capsule network may have a weak 
hierarchical relationship

 Interesting research ideas
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Future Challenges
 Capsule networks  (2017)

– Fundamental
– Applying these methods to real world challenges

 Explainable artificial intelligence
– Text

  Understand the behavior / Chat GPT
–  Common sense as international collaboration



restricted41

Contact Information
 Saja Tawalbeh ​

– Saja.Tawalbeh@uantwerpen.be

● Where can you find us?​
– The Beacon (Sint-Pietersvliet 7, 2000 

Antwerp)​

LinkedinORCID

mailto:Saja.Tawalbeh@uantwerpen.be
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